
Multi-modal Queried Object Detection in the Wild

Code: https://github.com/YifanXu74/MQ-Det



Fish? Fish?

Plane? Plane?

Bat?Bat?

Ø Language-queried object detector (current open-world
detectors):

ü Pros: high information density and strong
generalization capability

✗ Cons: insufficient granularity and ambiguous queries

Ø Vision-queried object detector (few-shot detectors):

ü Pros: rich description granularity

✗ Cons: redundant information and low generalization

Ø Multi-modal queried object detector (ours)

ü Open-set generalization

ü Rich description granularity

From language query to multi-modal query
Ø Multi-modal queried object detection

• One can detect customized objects through
textual descriptions, visual exemplars, or
both.



Contributions

• The first multi-modal queried open-world object detector. We take the first step on multi-modal queried object
detection.

• Wide applicability. We design a plug-and-play Gated Class-scalable Perceiver (GCP) structure and a vision conditioned
masked language prediction strategy to enable multi-modal queries on most language-queried detectors.

• High performance. The proposed MQ-Det significantly boosts open-world detection in both finetuning-free and few-
shot finetuning scenarios. For example, +7.8 AP over previous SOTA on finetuning-free LVIS.



l Gated Class-scalable Perceiver (GCP) l Vision conditioned masked language prediction

• To bridge class-wise visual cues and 
textual cues in each high-level stage of 
the text encoder of the detector.

• To ensure sufficient visual intervention 
in the modulating stage.

• Language-vision fusion



Finetuning-free LVIS

Compare with GLIP

Few-shot ODinW



Thank you.


